

View

Online


Export
Citation

RESEARCH ARTICLE |  MAY 02 2024

Spot size measurement of a deuterium–tritium dense plasma
focus using neutron radiography 
L. Tafoya   ; V. Geppert-Kleinrath  ; J. Allison  ; S. Baker; J. Bundgaard  ; M. Freeman  ;
A. Hayes-Sterbenz  ; G. Jungman; H. Li  ; S. Li  ; D. Lowe; J. Tybo; C. Wilde 

Rev. Sci. Instrum. 95, 053501 (2024)
https://doi.org/10.1063/5.0187567

 10 June 2024 16:53:52

https://pubs.aip.org/aip/rsi/article/95/5/053501/3287838/Spot-size-measurement-of-a-deuterium-tritium-dense
https://pubs.aip.org/aip/rsi/article/95/5/053501/3287838/Spot-size-measurement-of-a-deuterium-tritium-dense?pdfCoverIconEvent=cite
javascript:;
https://orcid.org/0000-0002-0108-6200
javascript:;
https://orcid.org/0000-0002-6869-5772
javascript:;
https://orcid.org/0000-0002-6126-8196
javascript:;
javascript:;
https://orcid.org/0009-0003-7601-7634
javascript:;
https://orcid.org/0000-0002-3496-0419
javascript:;
https://orcid.org/0000-0002-6235-0984
javascript:;
javascript:;
https://orcid.org/0000-0003-3556-6568
javascript:;
https://orcid.org/0000-0002-4142-3080
javascript:;
javascript:;
javascript:;
https://orcid.org/0000-0003-0793-6621
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0187567&domain=pdf&date_stamp=2024-05-02
https://doi.org/10.1063/5.0187567
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2100974&setID=592934&channelID=0&CID=768787&banID=521069223&PID=0&textadID=0&tc=1&scheduleID=2025884&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Frsi%22%5D&mt=1718038432117716&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Frsi%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0187567%2F19918522%2F053501_1_5.0187567.pdf&hc=263c3ac76e5beee3bad22c04e35b660496b7edca&location=


Review of
Scientific Instruments

ARTICLE pubs.aip.org/aip/rsi

Spot size measurement of a deuterium–tritium
dense plasma focus using neutron radiography

Cite as: Rev. Sci. Instrum. 95, 053501 (2024); doi: 10.1063/5.0187567
Submitted: 14 November 2023 • Accepted: 5 April 2024 •
Published Online: 2 May 2024

L. Tafoya,1,a) V. Geppert-Kleinrath,1 J. Allison,1 S. Baker,2 J. Bundgaard,2 M. Freeman,1

A. Hayes-Sterbenz,1 G. Jungman,1 H. Li,1 S. Li,1 D. Lowe,2 J. Tybo,1 and C. Wilde1

AFFILIATIONS
1 Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
2Nevada National Security Site, Las Vegas, Nevada 89030, USA

a)Author to whom correspondence should be addressed: ltafoya@lanl.gov

ABSTRACT
Neutron radiography is a technique uniquely suited to applications in nuclear diagnostics, non-destructive testing, and subcritical experi-
ments. The spatial resolution of neutron radiographs is degraded by optical blur in the imaging system and the neutron source size, where
the ideal source is point-like to optimize the point-spread function. A potential neutron source for radiography is the dense plasma focus
(DPF), a coaxial Z-pinch that produces thermonuclear and beam-target neutrons. To assess if the source size is suitable for radiography, a
neutron imaging system was used to measure the source size of the 4 MA Sodium DPF at the Nevada National Security Site operating with
deuterium–tritium gas-fill. The source size was measured using the edge-spread function of tungsten objects, each having a rolled (convex)
edge. The spot size was found to be 7–12 mm full-width at half-max (FWHM) assuming a Gaussian source, though comparison is presented
for Lorentzian and Bennett distributions. The average FWHM was found to be 8.6 ± 1.2 mm vertically and 10.8 ± 1.2 mm horizontally with
respect to the image plane, averaging over varied edges and alignments. The results were sensitive to source alignment and edge metrology,
which introduced notable uncertainties. These results are consistent with separate experimental measurements as well as magnetohydrody-
namics simulations of this DPF, which suggest that neutron production can originate from pinches ∼5–7 mm off-axis. These results suggest
that the DPF should be used for radiography at low magnification (M < 1) where spot size does not dominate spatial blur.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0187567

I. INTRODUCTION

Neutrons interact in material through collisions with con-
stituent nuclei, as opposed to charged particles that also interact
electromagnetically. As a result, neutrons more readily penetrate
high-Z materials that are difficult to probe otherwise. Therefore,
neutron radiography is uniquely suited to investigate systems where
conventional techniques, such as x-ray and proton radiography,1,2

might fail. A considerable limitation of employing this technique
is the neutron source, in that radiography requires high yield for
sufficient contrast but a small source (or spot) size for sufficient
resolution. As such, source characterization of high yield neutron
generators is a subject of ongoing interest.

One such neutron source is the dense plasma focus (DPF),
a coaxial Z-pinch device that electromagnetically accelerates and
compresses a plasma sheath.3 The pinch region can reach suffi-
cient energy-density for nuclear fusion of the ion species; hence,
the DPF can operate as a neutron generator when the ionized

gas is deuterium (DD-reactions, 2.45 MeV neutron emission) or
a deuterium–tritium mix (DT-reactions, 14.1 MeV neutron emis-
sion). Several ongoing platforms are investigating the application of
the DPF to neutron radiography.4,5 A typical DPF configuration is
shown in Fig. 1, which consists of a central anode rod surrounded by
an outer ring of cathode rods. Flashover across the anode–cathode
gap ionizes gas in the chamber (DD or DT), and radial current den-
sity j in the plasma produces an azimuthal magnetic field B. The
j × B force then pushes the plasma sheath toward the anode tip
(referred to as the run-down phase), during which additional DT in
the gap is swept up by the sheath. Once the current sheath expands
further axially than the anode tip, azimuthal magnetic pressure com-
presses the plasma radially inward (the run-in phase). The system is
now comparable to a Z-pinch such that the plasma implodes on-axis
(the pinch phase).

Neutron production in the DPF is driven by thermonuclear
and beam-target fusion of the ion species. While thermonuclear
conditions are achieved from the on-axis implosion (a Z-pinch),
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FIG. 1. (Right) Diagram of a DPF cross-section, cylindrically symmetric about the
center-line (CL). Breakdown across the anode–cathode gap of the fill-gas pro-
duces a current-carrying plasma sheath that is accelerated axially by the j × B
force (run-down phase, 1). Above the anode height, azimuthal magnetic field B
radially compresses the sheath (run-in phase, 2) until the plasma implodes on-
axis (pinch phase, 3). (Left) A 2D magnetohydrodynamic simulation of the plasma
pinch at peak density (see Sec. VI).

beam-target neutrons are generated from instability-driven electric
fields at the pinch that accelerate ions to high energies.6 At the time
of this experiment, the 4 MA Sodium DPF at the Nevada National
Security Site (NNSS) was capable of producing total neutron yields
in excess of 1012 per shot when run with DT, making it an appealing
candidate for flash (pulsed) neutron radiography.7

Though the DPF is a robust neutron generator, its usability for
radiography depends on the source size, as illustrated in Fig. 2. If
the neutron production volume is large—that is, if the radiography
source is distinctly not point-like—then the image will be blurred
based on this size. The neutron source size can thus be determined
from radiographs by measuring the blur.

The resolution (or blur) can be described using the point spread
function (PSF), which determines how a point at the source plane is
reproduced at the image plane. For point-projection radiography, it
is then equivalent to the normalized source intensity distribution.8
The PSF can be difficult to probe experimentally, even for a point-
like neutron source, on account of neutron transmission through
aperture edges. Instead, it is often more convenient to infer the PSF

using either the edge spread function (ESF) or the line spread func-
tion (LSF), which are all related via a series of integrations. As the
names suggest, the ESF describes the blurring of a perfect edge, while
the LSF describes the blurring of a perfect line. The first derivative of
the ESF is the LSF,

ESF(x) = ∫
x

−∞
LSF(x′)dx′, (1)

and the LSF describes a planar projection of the PSF,

LSF(x) = ∫
∞

−∞
PSF(x, y)dy. (2)

Further derivation to obtain the PSF, modulation transfer func-
tion (MTF), and other radiographic quantities can be found in
Refs. 8 and 9. Figure 2 also shows the ESF of a perfect edge from
the point source vs the ESF of a blurred edge from the extended
source.

Determination of the ESF requires a high-contrast edge, which
in traditional imaging can typically be obtained using a knife edge
object. However, the unique attenuation properties of neutrons
would require a long, high-Z object and perfect alignment with
the source to obtain the same result. Instead, a thick tungsten
rolled edge (or rollbar9) is commonly employed in neutron imag-
ing to add alignment flexibility.10–12 Figure 3 illustrates how the ESF
changes with source alignment for a knife-edge, whereas the change
is minimal for a rolled edge.

From Fig. 2, it is also important to note that the source is mag-
nified by a factor D2/D1 at the image plane, while the roll-height
(sagitta) of a rolled edge placed at the aperture plane should be
magnified by a factor D1/(D1 +D2) at the image plane.

Although Eq. (1) can be used to extract the LSF from a
measured ESF, it can be difficult to numerically differentiate exper-
imental ESF data depending on the signal-to-noise ratio. A mov-
ing average, filter, or down-sampling technique can be used to
avoid noise amplification during differentiation,14 but the accept-
able degree of smoothing is often arbitrary. Without sufficiently high
signal-to-noise, directly fitting the ESF to a physics-based trans-
fer function is a more robust method. The fit ESF should be a
convolution of the expected neutron transmission across the edge
(roughly a step function, shown in Fig. 3) with the total blur caused
by both the detector and the neutron source. Note that if both of

FIG. 2. Imaging through an aperture will produce blur based on the source size, as illustrated for a point source (black with dashed rays) vs a larger source (gray with solid
rays). While the ideal edge-spread function (ESF) of a point-source would be a step-function (right bottom), a finite focal spot size will blur the step into a broadened transfer
function (right top). The distances D1 and D2 also determine the source magnification, M, at the image plane: M = D2/D1.
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FIG. 3. Simulated edge spread functions (no blur) using MCNP613 for knife edge
(flat) and rolled edge (rolled) tungsten blocks with the neutron source both aligned
and offset. The wireframe cutout illustrates a rolled edge block and coordinate
system for the setup. A point neutron source at z = −0.20 m was projected to a
detector at z = 12 m to significantly magnify the tungsten edge. The aligned source
was level in y with the peak of the edge roll, while the misaligned source was offset
2 cm in the −y direction. Note that the aligned and offset rolled edge traces are
identical, while the knife edge varies.

these blur components are assumed to be Gaussian distributed, they
can be deconvolved from each other relatively simply via a sum of
quadrature,

σ2
image = σ2

source + σ2
detector. (3)

This ESF fit technique has been used previously to characterize
image blur in fast neutron radiography.11 The σdetector contribution is
specific to the optical components that comprise the imaging system.
For scintillator-based neutron imaging, this term is generally dom-
inated by the monolithic scintillator rather than the lens, mirror, or
camera, given that the recoil-proton mechanism that drives the con-
version of neutrons to visible light occurs throughout the scintillator
volume.15 Thicker scintillators increase the neutron conversion effi-
ciency but also increase image blur as more light is produced outside
the focal plane of the lens. Telecentric lenses can be employed to
mitigate this effect.10

II. ANALYTICAL METHODS
The ESF fit function is constructed by convolving the expected

edge transmission at the detector with a blur kernel described by
the neutron source. The ideal edge response is a step function
modified to include transmission through the rolled edge, which
can be described analytically using the neutron mean free path in
tungsten and the path length through the rolled edge (the chord).
Transmission through the rolled edge R(x) is then given by

R(x) = exp(−2
λ

√
2rΔx − (Δx)2), (4)

where x is the position from the start of the roll, r is the roll radius,
λ is the neutron mean free path, xe is the position of the roll peak,

and Δx = xe − x. The analytical transmission R(x) for the experi-
mental parameters (given in Sec. III) was also validated using an
MCNP6 forward-model (similar to that shown in Fig. 3). The total
transmission function T(x) is then constructed as follows:

T(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a1x + b1, x < xe − h,

R(x) + R0, xe − h < x < xe,

a2x + b2, x > xe,

(5)

where h is the roll height (the sagitta) given by h = r − 1
2

√
4r2 − L2,

and L is the length of the tungsten block. Note that R0 is the offset
of the lower step to make T(x) continuous. Linear corrections have
been added to the top and bottom of the step to account for long-
range blur due to scattering. These corrections are described by the
slope and vertical offset for the bottom (a1, b1) and the top (a2, b2)
of the step.

For an image blur described by F(x), the ESF fit function H(x)
is then given by the convolution,

H(x) = T(x)⊛F(x). (6)

As described in Sec. I, the total image blur is a convolution of blur
from the source and from the imaging system; let these be repre-
sented by g(x) and k(x), respectively. The blur from the imaging
system is expected to be small relative to that of the neutron source
and is assumed to be approximately Gaussian. This blur component
k(x) can be experimentally measured by placing a rolled edge at the
detector plane, such that the magnification is ∼1 and the total image
blur is dominated by the optical system (the derivation of this limit
for Gaussian g(x) and k(x) can be found in Ref. 9). As such, only the
source component g(x) needs to be optimized in the fit once k(x)
has been measured.

If the source profile is Gaussian distributed, the blur kernel
g(x) would be described by

g(x) = A ⋅ exp(−(x − xe)2

2σ2 ), (7)

with amplitude A and standard deviation σ. The total fit
function thus employs seven parameters for optimization
(a1, b1, xe, a2, b2, A, σ). Bounds should be established for each
of the fit parameters based on the experimental conditions to
discard non-physical solutions and hasten convergence.

Different analytic functions can be used to approximate the
neutron source distribution and, hence, the blur kernel g(x).8,9,16

Although the source is modeled as Gaussian for this analysis, com-
parisons with Lorentzian, Bennett, and super-Gaussian distributions
will be presented to explore uncertainty due to source shape in
Sec. V. The aforementioned distribution functions are illustrated in
Fig. 4. Note that source shape (or distribution) will be used moving
forward to describe the blur kernel fit to the ESF, but physically, it is
only a planar projection of the full neutron distribution [see Eqs. (1)
and (2)].
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FIG. 4. Potential distribution functions for modeling the neutron source shape (blur
kernel). Each has FWHM = 2 (arbitrary units).

The Lorentzian distribution has previously been used as an
analytical approximation for the blur kernel of a finite neutron
radiography source.17 It can be described using

g(x) = Aγ
(x − xe)2 + γ2 , (8)

where the width fitting parameter has been modified to γ from
σ in the Gaussian case to avoid overlap. The Bennett distribution
has been used to model x-ray sources8,9,18 and is given by

g(x) = Aα2(α2 + (x − xe)2)−3/2
, (9)

where the width parameter is α.
Theoretically, if the experimental conditions are constant and

a sufficient number of the fit parameters are tightly constrained
(if not known), the source shape could potentially be inferred using
a generalizable distribution function for g(x). One such function is
the generalized normal distribution, or the super-Gaussian19,20

g(x) = A ⋅ exp(−∣ (x − xe)
Σ

∣
n

), (10)

with the width parameter Σ to match the notation in Ref. 20. The
power n in the exponential allows the distribution function itself to
be optimized; hence, n would be an additional fit parameter. How-
ever, it is important to note that any long-range scattering terms
(a1, b1, a2, b2) should be well-constrained to avoid overlap with the
tails of the blur distribution.

The calculated spot size of the neutron source depends on the
blur distribution as well as the definition for radiographic spot size,
which varies in the literature (see Ref. 8 for discussion and compar-
ison of the various metrics). For concision, the definition we will
adopt in this study will be the full-width at half-max (FWHM) of the
source distribution. The analytical FWHM of the aforementioned
distribution functions is given in Table I.

These analytical methods were utilized in a combined fit-
ting algorithm to infer the neutron spot size from experimental

TABLE I. FWHM values for relevant distribution functions. Variables σ, γ, α, and
Σ are the width parameters of the distribution functions as described in Eqs. (7)–(10).

Gaussian Lorentzian Bennett Super-Gaussian

2σ
√

2 ln (2) 2γ 2α
√

22/3 − 1 2Σ[ln (2)]n

radiographs, where the measured ESF, tungsten edge dimensions,
and magnification were the only required input parameters. The
algorithm calculates the ideal (unblurred) edge response, T(x),
given in Eq. (5), using the input edge parameters to calculate
R(x) (the remaining variables, a1, b1, a2, b2, xe, are constrained fit
parameters). The ideal edge T(x) is then convolved with an ini-
tial total blur kernel, F(x), that is a convolution of the system-
atic blur k(x) (measured when M ∼ 1, modeled as Gaussian) and
the initial-guess source blur g(x), which has embedded fit para-
meters. Least-squares nonlinear regression is then used to optimize
the fit parameters through iteration based on the Trust-Region-
Reflective (TRR) algorithm.21 The same results were obtained with
the Levenberg–Marquardt algorithm,22,23 but this routine was more
sensitive (with regard to convergence) to starting values than TRR.
The desired result, the neutron source FWHM, is inferred from the
width fit parameter (σ, γ, α, or Σ) of the source blur g(x). Note that
for Gaussian g(x), the optimization can also be performed with only
the combined blur kernel F(x) to get σimage, and then the source vs
detector components can be separated using Eq. (3).

III. EXPERIMENTAL METHODS
The NNSS Sodium DPF was used as a neutron source to image

tungsten test objects (note that the Sodium DPF has since been
replaced by the ZEUS machine). At the time of this experiment, the
DPF operated with a charging voltage of 30–50 kV for a peak current
of 4 MA with a rise time of 6 μs.

The experimental setup is illustrated in Fig. 5. The DPF was
located 0.85 m from a 1 m thick concrete collimator with a 20 cm dia-
meter window where test objects were installed. Radiographs were
taken of tungsten rolled edge apertures: 10 cm thick rectangular
(denoted U1A 10 cm) and 10 cm thick L-shape (denoted L 10 cm),
where thickness is defined along the line of sight of the neutron
beam. The test object positions were varied slightly inside the col-
limator window: the U1A 10 cm edge was positioned 1.85 m from

FIG. 5. Diagram of the experimental setup to image the DPF. The neutron source
location was defined as the tip of the anode, though the pinch occurs in a region a
few centimeters above.
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the source, while the L 10 cm edge was positioned 1.75 m from the
source. All edge rolls had a 1 m radius. Data were taken at slightly
varying alignments (sequential 4 mm shifts normal to the rolled
face) with the U1A 10 cm edge to probe alignment sensitivity. The
L-shaped object was kept static and provided perpendicular edges
to probe the ESF (and thus determine the neutron spot size) in two
dimensions.

Neutrons were detected primarily using a scintillator-based
imaging system, as shown in Fig. 5. A stack of 10 image plates
interleaved with polyethylene was also positioned ∼2 m from the
collimating window for initial shots during camera timing adjust-
ments and DPF pulse shaping, as well as for shots 8–9 (integrated).
The scintillator-based imager consisted of a 4 cm thick EJ-204 plas-
tic scintillator located 2.33 m from the collimator, coupled to a
Photek S25 MCPII Image Intensifier and a Spectral Instruments SI-
800 series CCD via a Spindler & Hoyer f/0.9 lens. Light from the
scintillator was reflected to the lens using a flat mirror to prevent
neutron irradiation of the optics.

In order to measure the detector blur, separate test objects
(one 5 cm wide tungsten rolled edge, denoted NIS 5 cm, and one
copper step wedge, 1 cm wide) were placed directly against the scin-
tillator such that the image would have magnification M ∼ 1. This
was performed in order to measure the resolution of the optical sys-
tem alone via the ESF of the rolled edge. Open-beam flat-field images
were taken with no test objects in the aperture window, and dark-
field images were taken by restricting light from entering the camera
(lens cap). Rolled edge objects were then placed in the aperture
window and imaged.

The camera gate was determined using the time-of-flight of
the primary DT neutrons, which was calculated to be ∼78 ns for
the setup in Fig. 5. The MCP was triggered 10 ns before the pri-
mary neutron arrival time (55 ns after the expected gamma-ray
arrival time) and gated on for a 60 ns window. In addition to gat-
ing, the scintillator was shielded by 1 inch of tungsten along the
beam and was surrounded by tungsten and lead bricks to minimize
scattering.

IV. RESULTS AND DISCUSSION
Images captured by the scintillator-based system were each

corrected for thermal noise in the detector via dark-field subtrac-
tion and detector sensitivity via flat-field normalization; all images
were first scaled by yield. The corrected images from four different
configurations are shown in Fig. 6.

The ESF from each image was calculated by averaging over a
rectangular region of interest (ROI) perpendicular to the rolled edge,
an example of which is shown in Fig. 6(c). Note that the image was
rotated such that a rectangular ROI would be perpendicular to the
edge. ROI selection was based on collecting sufficiently large statis-
tics parallel to the edge while keeping the location and size roughly
constant between shots of the same rolled edge. The ROI of shots
3, 5, and 6 (the U1A edge) could not extend as far past the edge
(into the full-intensity region of the image) as the other shots in
order to avoid fitting to saturated data.

Image blur was determined using the fit routine described
in Sec. II for a Gaussian neutron source distribution; discus-
sion of alternate source profiles is presented in Sec. V. The
resulting fits for Fig. 6(a) (detector blur) and Fig. 6(d) (detector

FIG. 6. Scintillator-based images of tungsten rolled edges in units of intensity.
Image A shows the NIS 5 cm tungsten block and copper step wedge on an optical
stage positioned against the scintillator for calibration (shot 2). For scale, the width
of the NIS block in image A (M ∼ 1) is 5 cm. Images B (shot 3) and C (shot 4)
show the U1A 10 cm edge, where the edge in C was translated 4 mm right (with
respect to the image) from B. Image C also shows an example region of interest
(ROI) used for determining the ESF perpendicular to the vertical edge. Image D
(shot 8) shows the L 10 cm edge that provides both a vertical and horizontal rolled
edge.

and source blur of a vertical rolled edge) are shown in Figs. 7
and 8, respectively. Note that the Gaussian shown in Fig. 8
is for the source alone, having accounted for the detector blur
found in Fig. 7. Fitting to the LSF was also attempted using
Savitzky–Golay smoothing and numerical differentiation, but was
found to produce significantly higher uncertainties in the calculated
FWHM.

The average inherent blur in the optical system was found to
be 2.36 ± 0.34 mm from the two calibration shots. Detector blur was
likely dominated by the 4 cm thick monolithic plastic scintillator, as
discussed previously.10 Modeling this blur component as Gaussian

FIG. 7. Edge lineout with ESF fit and corresponding Gaussian source kernel for
the detector blur—fit FWHM is 2.05 mm.
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FIG. 8. Edge lineout with ESF fit and Gaussian source kernel for the vertical edge
of the L object in shot 8—fit FWHM is 9.54 mm.

with FWHM = 2.36 ± 0.34 mm for k(x) in the optimization routine,
the source-specific blur g(x) is then fit as described in Sec. II. The
resulting FWHM values for a Gaussian neutron source are compiled
in Table II.

The spot size uncertainties listed in Table II were determined by
fitting the ESF at different locations along the edge and calculating

the standard deviation of the fits. This metric captures the system-
atic uncertainties, which were found to dominate over statistical
uncertainties from curve fitting. The statistical uncertainty was cal-
culated by the optimization solver for the FWHM fitting parameter
(σ, γ, α).

The dominant sources of systematic uncertainty are believed
to be edge metrology, scattering, and alignment with the source,
namely for the L-edge. As seen from Table II, the spot size uncer-
tainties for fits to the L-edge are larger than those with the U1A edge.
Another source of uncertainty is image saturation, which reduces
the extent of the ESF that can be fit. This impacted shots 3, 5, and 6,
which were saturated past the edge at the upper plateau and show
a smaller spot size than the comparable shot with no saturation
(shot 4). While these fits (shots 3, 5, and 6) capture enough of
the edge to reasonably bind the ESF, data lost in the saturation
region would be needed to better constrain the fits and reduce
uncertainty.

Although the source size has been assumed to not vary sig-
nificantly between shots, an estimate of the source size variability
can theoretically be obtained by comparing shots 8 and 9, in which
no experimental parameters were changed. This comparison yields
<1 mm of variability, but with a small sample size and ∼1 mm of
uncertainty in measurement.

The average FWHM of the DPF source, averaging over the dif-
ferent edges and alignments, was determined to be 10.8 ± 1.2 mm
along the horizontal direction and 8.6 ± 1.2 mm along the ver-
tical direction, with respect to the image plane. The uncertainty
of these values is taken to be the larger of either the standard
deviation of the FWHM values or the propagated FWHM error

TABLE II. Experimental description and spot size results for neutron radiographs. Note that M is the image magnification and RMSE is the root-mean-square error of the
ESF fit. Shots with 4 mm alignment shifts refer to the tungsten object being translated normal to the rolled face or in the −y direction using the coordinate system shown
in Fig. 3.

Shot Rolled edge M (D2/D1) Neutron yield Gaussian FWHM (mm) FWHM error (mm) ESF fit, RMSE

Calibration images (detector blur)

1 NIS 5 cm N/A 5.81 × 1011 2.05 0.29 0.046
2 NIS 5 cm N/A 7.40 × 1011 2.67 0.39 0.043

Vertical aperture edge, 4 mm alignment shifts

3 U1A 10 cm 1.20 1.89 × 1012 7.75 0.85 0.014
4 U1A 10 cm 1.20 1.29 × 1012 8.81 1.21 0.018
5 U1A 10 cm 1.20 1.32 × 1012 7.92 0.85 0.021
6 U1A 10 cm 1.20 1.38 × 1012 7.36 0.99 0.013

Vertical aperture edge

8 L 10 cm 1.30 1.16 × 1012 9.54 0.94 0.021
9 L 10 cm 1.30 1.12 × 1012 10.32 1.31 0.024

Horizontal aperture edge

8 L 10 cm 1.30 1.16 × 1012 11.42 1.06 0.025
9 L 10 cm 1.30 1.12 × 1012 10.19 2.12 0.027
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FIG. 9. ESF fit for a Lorentzian source and Gaussian detector blur for the vertical
edge of shot 8. The fit spot size is 9.25 mm.

from all measurements in the average. These results are consis-
tent with separate spot size measurements of the Sodium DT DPF
using tungsten penumbral apertures rather than orthogonal rolled
edges.4

V. DISCUSSION OF SOURCE SHAPE
As described in Sec. II, the image blur kernel should depend

on the neutron source distribution. Although it was assumed
Gaussian for the results in Table II, there are alternate analyt-
ical functions that can be used to fit the data. The systematic
uncertainties in this experiment make it difficult to infer the

source shape explicitly with any statistical certainty—that is, to
back out the distribution using the super-Gaussian and/or other
functions described in Sec. II. However, a comparison of dif-
ferent source distributions is presented in order to determine
how significantly the source shape impacts the results for spot
size.

Optimization with the generalized super-Gaussian profile
revealed a consistent trend to power n ≤ 2—that is, the fit routine
consistently converged to a kernel equivalent to or sharper than a
traditional Gaussian rather than a flat-top, which did not fit any
of the data with comparable quality. Analytic n < 2 distributions
include the Lorentzian and Bennett profiles described in Sec. II.
Without information on source shape variation between shots, con-
stant analytic functions (Gaussian, Lorentzian, and Bennett) were
explored in place of the generalized super-Gaussian beyond this
point.

An example of an ESF fit with a Lorentzian blur kernel for the
same image as Fig. 8 is shown in Fig. 9. The total blur includes the
Lorentzian source with the FWHM shown in Fig. 8, as well as the
Gaussian blur of the imaging system (as described in Secs. I and II)
with an average FWHM of 2.36 ± 0.34 mm (calculated in Sec. IV).
Similar fitting was performed for all shots in Table II, the results of
which are presented in Table III along with a goodness-of-fit metric,
the root-mean-square-error (RMSE). The RMSE metric depends on
the ROI size and is hence valid for comparison between fits for the
same shot.

As seen from the comparable RMSE between fits for the same
shot in Table III, the spot size measurement is dependent on the
neutron source distribution. The most significant difference is found
in shot 6 between the Lorentzian and Gaussian profiles of 1.6 mm,
with the Lorentzian predicting a smaller effective spot. Future mea-
surement of the DPF source shape and/or improved characteriza-
tion of long-range scattering in this experiment could be used to
determine which fits in Table III best describe the true neutron
source.

TABLE III. Comparison of fit FWHM values using varied source distributions (Gaussian, Lorentzian, and Bennett). Consistent with Table II, shots with 4 mm alignment shifts refer
to the tungsten object being translated normal to the rolled face, or in the −y direction using the coordinate system in Fig. 3.

Shot Gaussian FWHM (mm) Gaussian RMSE Lorentzian FWHM (mm) Lorentzian RMSE Bennett FWHM (mm) Bennett RMSE

Vertical aperture edge, 4 mm alignment shifts

3 7.75 ± 0.85 0.014 6.90 ± 0.96 0.015 7.20 ± 0.78 0.014
4 8.81 ± 1.21 0.018 8.68 ± 1.19 0.018 8.96 ± 0.98 0.018
5 7.92 ± 0.85 0.021 6.33 ± 1.02 0.023 6.92 ± 0.81 0.022
6 7.36 ± 0.99 0.013 5.76 ± 0.91 0.012 6.27 ± 0.82 0.012

Vertical aperture edge

8 9.54 ± 0.94 0.021 9.25 ± 0.91 0.020 9.43 ± 0.89 0.020
9 10.32 ± 1.31 0.024 10.56 ± 1.34 0.024 10.28 ± 1.19 0.024

Horizontal aperture edge

8 11.42 ± 1.06 0.025 10.88 ± 1.79 0.025 11.23 ± 1.64 0.025
9 10.19 ± 2.12 0.027 10.75 ± 1.70 0.027 10.35 ± 1.83 0.027
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VI. COMPARISON TO SIMULATION
The plasma focus has been well-studied in the literature using

1D theory and scaling laws, as well as fluid, kinetic, and hybrid
simulations.6,24–28 The varied time scales and plasma conditions
between successive phases in the DPF make it difficult to model with
any one approach. For example, while a fluid description is gen-
erally adopted for the plasma run-down phase for computational
efficiency, a kinetic description is required to predict beam-target
neutron production resulting from the pinch.25 The modeling pre-
sented in Ref. 6 explored the pinch dynamics of the DT DPF
studied herein using high-fidelity 2D and 3D magnetohydrody-
namic (MHD) simulations. Given the plasma conditions leading to
and during the pinch formation, the MHD treatment is well justified.
These MHD simulations are relatively high resolution, providing
detailed information on the flow dynamics, including instabilities
(see below). Modeling of the pinch formation, instabilities, and
electric fields was conducted using the LA-COMPASS29 numerical
MHD solver, while the beam-target neutron production and energy
spectrum were explored from the MHD solution using a custom
kinetic model.

The MHD results show that the pinches formed have finite
sizes, both in their radial and axial extent,6 as shown in Fig. 10. In
general, during the run-in phase leading to pinch formation, the
interface between the plasma front and the magnetic field region
undergoes the Kelvin–Helmholtz instability. This dynamic process
breaks up the length of the cylindrical pinch and also causes den-
sity variations along the axial direction, which ultimately determines
the axial size of the various pinches. Meanwhile, as the pinch forms,
the central plasma pressure increases dramatically, impeding the
magnetic pinch force and producing a radial extent over which the
pinch can stagnate. This is depicted in both the 2D and 3D simula-
tions, as shown in Fig. 10. In the 2D (r, z) simulation, one can see
that a major pinch has formed at the height z ∼ 63 − 64 cm with a

FIG. 10. MHD simulation of the DPF pinch formation showing the density (in units
of 1020 cm−3) at the time when the pinch density is highest. (left) 2D (r , z) sim-
ulation showing a major pinch at height z ∼ 63 − 64 cm with a radius r ∼ 4 mm.
(right) 3D simulation showing a major pinch at height z ∼ 61 − 62 cm with a trans-
verse extent r ∼ 5 − 7 mm (see Ref. 6 for details). Note that the horizontal/vertical
directions referenced in Tables II and III correspond to orthogonal lineouts in the
x, y planes of the end-on view (lower right).

radius r ∼ 4 mm (a second, weaker pinch at height z ∼ 62 cm is also
forming). This means that the main pinch will have an axial extent
of ∼10 mm and a radial extent of ∼4 mm. In 3D simulation, the
pinch has 3D features deviating from cylindrical symmetry due to
the kink instability. The regions with the highest density can be off-
axis and no longer form a perfect cylinder, though the axisymmetric
component is still dominant, as shown in Fig. 10. Both 2D and
3D simulation results show that the strongest pinches have a finite
radial width, though 2D simulations have the inherent limitation
of not capturing the asymmetric features around the axis. The axial
extent of the highest density region is ∼10 mm, and the radial extent
is ∼5 − 7 mm.

Coupling these MHD results with the kinetic modeling, the
neutron source is found to be pulsed in correlation with the
high density pinches (shown in Fig. 10). This simulation result
strongly indicates that the pinch that produces the strongest neu-
tron pulse has a finite radial width. Although the radial extent
of the high density pinches is consistent with the experimental
measurements, the beam-target production from collisions with
the dense plasma target during break-up will also impact the pre-
dicted spot size. A detailed comparison between the simulation
results and experimental measurements (including the timing of
pulses) is still being investigated and will be discussed in future
publications.

The MHD simulations and kinetic modeling also predict that
the DT neutron energy spectrum should be up-shifted due to beam-
target interactions. The calculated spectrum is non-symmetric and
peaked at 15 MeV. The experimental setup used to measure the
spot size was gated to the expected arrival time of thermonuclear
DT neutrons (14.1 MeV) from the anode tip in order to discriminate
photons. Although it is unlikely that a significant fraction of the neu-
tron signal was gated out due to this effect, future experiments could
explore optimization of the timing window using co-timed neutron
time-of-flight detectors.

VII. CONCLUSIONS AND OUTLOOK
The neutron spot size of the Sodium DT DPF was mea-

sured using the ESF from neutron radiographs of tungsten rolled
edge test objects. The spot size was found to be 10.8 ± 1.2 mm
FWHM horizontally and 8.6 ± 1.2 mm FWHM vertically, aver-
aging over varied rolled edges and alignments with the source.
Systematic uncertainties and source shape ambiguity introduced
quantitative and qualitative uncertainty on the spot size, which
could be reduced in future experiments with improved edge metrol-
ogy, characterization/reduction of neutron scattering, and a larger
sample size. Results are consistent with modeling performed using
MHD, which suggests the neutron production volume is driven
by pinches far from the axis, increasing the effective neutron
spot size. Further study could also explore the neutron source
distribution explicitly using a similar experimental configuration.
Although a best-fit analytic function for the average neutron
source shape cannot be concluded from these data, the comparable
Lorentzian/Bennett fit results suggest that it could be more sharply
peaked than the Gaussian assumption. The large spot size indicates
that the DPF should be used to drive flash neutron radiography
at low magnification, where spot size does not dominate spatial
blur.
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