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Abstract—A challenge for high-power millimeter-wave (mmw) traveling-wave tube (TWT) amplifiers is to realize high-power operation without incurring oscillation from backward-wave (BW) interaction. Conventional wisdom purports that contrawound (including ring bar) helix TWTs are superior to monofilar helix TWTs for stability against BW oscillations due to a zero or at least greatly suppressed BW interaction impedance \( K_{BW} \) compared with the forward-wave (FW) interaction impedance \( K_{FW} \). We use 3-D electromagnetic (EM) field calculations of a ring-bar helix to compare the BW and FW interaction impedances. Using a sine/cosine basis set and a comparison at a fixed phase velocity (rather than fixed frequency assumed in previous analyses), we show that the BW interaction impedance is not always significantly suppressed in the ring-bar/contrawound helix. In spite of the lack of ubiquitous BW stability, we use EM simulations to illustrate that there remain specific, efficient, high-gain mmw ring-bar designs with \( K_{BW} < K_{FW} \). The accuracy of the simulations is validated by experimental measurements that confirm simulation predictions of phase velocity and S-parameters.

Index Terms—Backward-wave (BW) mode, millimeter-wave (mmw), ring bar, traveling-wave tube (TWT).

I. INTRODUCTION

THE contrawound and ring-bar slow-wave structures (SWSs) have long been identified as viable alternatives to the helix SWS in both high-power and high-frequency traveling-wave tubes (TWTs) [1]–[4]. Traditionally, the contrawound and ring-bar SWSs have been promoted over the helix for these applications because they are claimed to provide:

1) a larger diameter at a given operating frequency;
2) an increased fundamental forward-wave (FW) mode interaction impedance;
3) a decreased backward-wave (BW) mode interaction impedance.

The larger circuit diameter allows for a larger, more powerful electron beam to propagate within the interior of the SWS. This, in combination with the increased fundamental FW mode interaction impedance, allows more beam power to be converted to the fundamental FW component of the electromagnetic (EM) wave in the TWT. This results in greater output power. Simultaneously, decreased BW interaction impedance results in a decrease in the amount of power being coupled to the BW mode, thereby decreasing the chance of unwanted oscillation in the TWT.

Contrawound and ring-bar SWSs also come with disadvantages. The most notable being that they provide a much narrower instantaneous 1-dB gain bandwidth compared with the helix SWS since they are significantly more dispersive [2]. In addition, unlike the ubiquitous helix SWS, these SWSs are used infrequently and therefore are often overlooked simply due to the unfamiliarity of their design fundamentals.

The contrawound and ring-bar SWSs have been explored theoretically using analytic and experimental techniques [1], [2], [5]–[7]. Although studies using these methods have been insightful, modern computational techniques, such as the finite-element method (FEM), offer the ability to look closer at the fields of an EM wave traveling along these SWSs. A deeper understanding of why these SWSs have both the advantages and disadvantages discussed above is gained by examining these EM field distributions. In addition, FEM models, such as those solved using Ansys’ high-frequency structure simulator (HFSS) [8], allow for a parametric comparison that was previously unexplored using analytic theory. To best of our knowledge, there is only one published research effort on the computational simulation of a ring-bar SWS [9]. That analysis, however, was limited to the fundamental FW mode.

A principal finding in this paper is that the ring-bar’s BW interaction impedance, \( K_{BW} \), is not always much less than the FW impedance, \( K_{FW} \), an assumption underlying the conventional wisdom that the contrawound SWS TWT is immune
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from BW oscillation. The ratio of \( K_{BW}/K_{FW} \) varies with SWS design and depends on which parameters are held fixed when making the comparison. Nevertheless, it still remains that specific designs can achieve a strong FW interaction and a weak BW interaction that includes \( K_{BW}/K_{FW} < 1 \), while realizing other advantageous features of contrawound SWS TWTs, such as high gain, high intrinsic efficiency, and/or high power. In Sections II and III, we examine the BW interaction. We start in Section II with deriving the calculation of the BW interaction impedance and examine how the BW fields are distributed within the SWS. In Section III, we compare the BW interaction impedance to the fundamental FW mode impedance and contrast it to the conventional viewpoint. In Section IV, we illustrate the fact that specific ring-bar SWS designs can still provide performance consistent with conventional expectations of high gain, high efficiency, and/or high power with a BW interaction that is significantly less than the fundamental FW interaction. The illustration case is a ring-bar SWS for a high-power millimeter-wave (mmw) (Q-band) TWT. Since the accuracy of this illustration hinges on the accuracy of HFSS computations, we fabricated several ring-bar SWSs and a cold-test structure and obtained experimental data on measurable properties, such as phase velocity and reflection and transmission S-parameters. The details of the experimental methods and measurements are provided in Section V and discussed in Section VI. The data agreed well with the HFSS predictions within reasonable tolerances, validating the accuracy of the computational model predictions. Finally, the conclusions are drawn in Section VII.

II. CALCULATION OF BACKWARD-WAVE INTERACTION IMPEDANCE FOR THE RING-BAR SLOW-WAVE STRUCTURE

The proficiency of an SWS to couple energy between the electron beam and the EM field can be quantified by a parameter called the interaction impedance, or Pierce impedance [10], [11]. Originally formulated in [12], the interaction impedance, \( K \), is a measure of the energy stored in the axially directed electric field of the EM wave normalized to the EM power flowing along the SWS axis. It has units of ohms. In a coordinate system with the \( z \)-axis positioned in the center of the SWS, interaction impedance at a particular radius is defined as

\[
K_{m,n}(\omega, \vec{r}) = \frac{|E_{zm,n}(\omega, \vec{r})|^2}{2\beta^2(\omega)P_z(\omega)}
\]

where \( E_{zm,n} \) is the Fourier amplitude of the axially directed electric field of the, \( m \), azimuthal harmonic and the, \( n \), spatial harmonic mode. This electric field is a function of both frequency, \( \omega \), and position, \( \vec{r} \). The parameter, \( \beta = 2\pi/\lambda \), is the axial wavenumber of the EM wave where \( \lambda \) is the frequency-dependent wavelength in the SWS, and \( P_z \) is the time-averaged EM power flowing along the SWS, which can be calculated using the Poynting vector

\[
P_z = \frac{1}{2} \text{Re} \left\{ \iint (\vec{E} \times \vec{H}^*) \cdot d\vec{A} \right\}
\]

where \( \vec{E} \) and \( \vec{H}^* \) are the electric field and complex conjugate of the magnetic intensity, respectively, and the integration takes place over the cross-sectional area, \( A \), through which the EM wave propagates.

For any spatially periodic structure, such as the helix or contrawound SWS, the total EM wave propagating along the SWS can be described as a sum of spatial harmonics that all have the same frequency but different propagation vectors [13]. In the case of the helix or contrawound SWS, the fundamental or FW mode is the lowest order mode and represents a wave with a phase and group velocity in the \(+z\)-direction. The BW mode is a separate mode and represents a wave with an effective phase velocity in the \(+z\)-direction but a group velocity in the \(-z\)-direction. Since there is an effective phase velocity in the \(+z\)-direction, the BW mode can still exchange energy with the traveling electron beam (also traveling in the \(+z\)-direction) even though its energy flow is in the opposite direction. The coupling of energy to the BW mode is a primary cause of unwanted oscillations in a TWT that is designed to be an amplifier.

The amount of energy coupled to the unwanted BW mode is quantified by calculating the interaction impedance. Frequently, the interaction impedance of the fundamental, FW mode is calculated solely along the axis of the SWS. Other choices have included at the drift-tube radius (e.g., for klystrons) or averaged over the expected beam’s cross-sectional area. The advantage of the first two choices is that they characterize the strength of the beam-wave interaction without requiring time- and resource-intensive averages over 2-D or 3-D EM field distributions. The disadvantage of the on-axis impedance is that it will give a misleading value of zero for modes in which the axial electric field component vanishes on-axis but is nonzero off-axis. The drift-tube radius impedance is useful for klystrons but is not a particularly meaningful choice for TWTs. In this paper, we were particularly interested in the strength of the beam-wave interaction with the BW mode and comparing it with the beam-wave interaction strength of the fundamental FW mode. However, the electric field of the BW mode has a radial dependence that is roughly proportional to the first-order modified Bessel function of the first kind, \( I_1 \), which is zero on-axis. This is an example of a mode for which an off-axis or beam-averaged interaction impedance is a more appropriate indicator of the beam-wave interaction strength.

To investigate the basic conventional understanding that the ring-bar SWS, as an example of the contrawound SWS, is robustly stable against BW oscillation, we chose to examine and compare the BW mode’s interaction impedance to the FW mode’s impedance at a typical beam radius, which we took to be half the radius of the SWS. This comparison choice, rather than the full beam-averaged impedance comparison allowed us to qualitatively yet meaningfully reexamine previous conclusions on BW stability of contrawound SWSs (which were also based on a single-radius-on-axis-impedance analysis) without incurring extreme computational resource and time costs required for a full beam-averaged impedance comparison. As discussed in the following sections, the axial electric field distributions of the ring-bar modes are complicated, not amenable to analytic solution, not azimuthally
symmetric, and therefore require tedious full azimuthal as well as radial- and axial-period integrations of 3-D numerical computation data to obtain beam-averaged impedances.

A. Calculation of Off-Axis Interaction Impedance for Any Mode in a Helix Slow-Wave Structure

For a periodic SWS, the total propagating EM wave can be described as a sum of spatial harmonics [13]. A unique set of mode numbers are used to denote each mode. For a conventional helix SWS, two numbers are necessary for mode identification. The azimuthal harmonic number, \( m \), provides the number of \( 2\pi \) variations in the electric field’s phase that occur azimuthally along a cross-sectional plane and the spatial harmonic number, \( n \), provides the number of \( 2\pi \) advances of the electric field phase along one pitch of the SWS. Conventionally, we define the total axial electric field, \( E_z(r, \theta, z) \), propagating along a helical SWS as a Fourier series given as

\[
E_z(r, \theta, z) = \sum_{m} \sum_{n} E_{zm,n} (r) e^{i(m\theta - n\beta z)}. \tag{3}
\]

As discussed in [14], if the electric field is known in all space for all modes in a helix, the Fourier coefficient, \( E_{zm,n} \), and the corresponding wavenumber, \( \beta_n \), can be expressed as

\[
E_{zm,n}(r) = \frac{1}{2\pi p} \int_0^{2\pi} d\theta \int_0^{p} dz \cdot E_z(r, \theta, z) \cdot e^{i(b_n z - m\theta)} \tag{4}
\]

\[
\beta_n = \frac{\Delta \phi + 2\pi n}{p} \tag{5}
\]

where \( \Delta \phi \) is the phase advance in a single period of the SWS with pitch, \( p \). The determination of \( E_z(r, \theta, z) \) can be done analytically or using a computer code such as HFSS. The Pierce interaction impedance for a single space harmonic at a given radius \( r \) can be expressed as

\[
K_{m,n}(r) = \frac{|E_{zm,n}(r)|^2}{2\beta_n^2 P_e} \tag{6}
\]

[see (1)] where \( E_{zm,n} \) and \( \beta_n \) are calculated using (4) and (5), respectively.

The lowest order, fundamental FW mode for a helix SWS has mode numbers, \( m = 0, n = 0 \). The most important BW mode for a helix has \( m = \pm 1 \) and \( n = 0 \), where the + corresponds to the BW mode on a clockwise-wound helix and the − to the same mode on a counterclockwise helix. Note that since \( E_{zm,n}(r, \theta, z) \propto e^{i m \theta} \) and since the sign of the \( m \)-value depends on the handedness of the helix winding, we can think of the BW mode rotating with the helix as it propagates along its length.

B. Calculation of Off-Axis Interaction Impedance for Any Spatial Harmonic in a Ring-Bar Slow-Wave Structure

The contrawound helix SWS [1] is composed of two oppositely wound helices with the same radii that are merged together, as shown in Fig. 1. The ring-bar SWS [2], shown in Fig. 2, is an approximate form of the contrawound helix in that it maintains the same symmetry and thereby behaves similarly electromagnetically. Since both the contrawound and ring-bar SWSs have oppositely oriented windings, using the equations for a monofilar helix as discussed above to calculate the interaction impedance for the BW mode results in two degenerate solutions: \( m = +1 \) and \( m = -1 \). Since both these solutions represent axially directed electric fields (with the same phase and group velocities) that can simultaneously couple with the electron beam, it is of interest to reformulate the equations above such that a single, nonzero solution is produced for both the fundamental FW and BW spatial harmonics in the contrawound/ring-bar SWS. We do this using a sine/cosine basis function set instead of the exponential during the expansion of the total electric field. This is consistent with the same choice made in [1] and [5].

The derivation of the appropriate solution starts by assuming that the total electric field takes the form

\[
E_z(r, \theta, z) = \sum_{m=0}^{\infty} \sum_{n} \left[ E_{zm,n}^C(r) \cos(m\theta) + E_{zm,n}^S(r) \sin(m\theta) \right] e^{-j\beta_n z} \tag{7}
\]

where \( E_{zm,n}^C(r) \) is the Fourier coefficient associated with the cosine term and \( E_{zm,n}^S(r) \) is associated with the sine term.

Solving for the Fourier coefficients in a similar manner as
Finally, the values of $E_{\text{C}}$ was done for the monofilar helix gives

$$E_{C_{\text{m}_n,0}}^C(r) = \begin{cases} \frac{1}{2\pi p} \int_0^p \int_0^{2\pi} E_z e^{i\beta_0 z} d\theta dz, & m = 0 \\ \frac{1}{\pi p} \int_0^p \int_0^{2\pi} E_z \cos (m\theta) e^{i\beta_0 z} d\theta dz, & m > 0 \end{cases}$$

where $E_z$ in (8) and (9) is defined over all space [(i.e., $E_z(r, \theta, z)$)]. A detailed summary of this derivation is provided in [15]. Finally, the values of $E_{C_{\text{m}_n,0}}^C$ and $E_{S_{\text{m}_n,0}}^S$ can be used to calculate the Pierce interaction impedance for a single space harmonic at a given radius, $r$, according to (6).

Having established the appropriate functional form for the axial electric field calculation, we next look at the 3-D electric field distributions of the BW mode. We plot the magnitude of the integrand (i.e., the magnitude of the axial electric field of the BW mode) of (8) with $m = 1$ and $n = 0$ for the ring-bar SWS and compare it to the magnitude of the integrand of (4) with $m = 1$ and $n = 0$ for a clockwise-wound monofilar helix, which corresponds to the BW mode in each respective SWS. These results were calculated at a radius equal to one-half the inner radius of the SWS and are shown in Fig. 3.

There is an important observation that can be made from Fig. 3. In the case of the monofilar helix, electrons traveling along cord a, b, or c (as shown in Fig. 3) will be subject to significantly lower average axial electric fields when compared with electrons traveling along either cords b or c. This represents a significant difference in the fields of an idealized helix (monofilar or contrawound) and a realistic ring-bar structure. It may significantly explain why, the ring-bar SWS has been historically viewed as having a reduced BW interaction impedance. We will return to this point shortly.

In any case, to be complete, we must calculate and examine the BW interaction impedance using the combined pitch and azimuthal averaged axial electric field (i.e., integration over both $z$ and $\theta$) as given in (8), which is done in Section III.

Before proceeding, however, we note the significance of this observation; namely that there exist azimuthal regions, which correspond to significantly reduced axial-directed electric fields for the BW mode in the ring bar. This could be used, for example, by a TWT designed with ring-bar SWS in conjunction with a sheet electron beam [16]. If the sheet beam’s long axis was aligned with this reduced electric field region, one would see significant reduction in BW mode coupling. This concept could extended by elongating the cross section of the ring-bar SWS into an oval or rectangular-shape allowing for a larger sheet beam to propagate.

### III. Comparison of Fundamental Forward-Wave and Backward-Wave Mode Interaction Impedance

Having established the method of calculating the interaction impedance for the ring-bar SWS, we next explore the magnitude of the BW interaction impedance. In particular, we do so by comparing its magnitude to the magnitude of the fundamental FW mode impedance. This comparison was explored previously [5], but used a different metric of comparison than we chose for this paper. The details of the previous, as well as the present, analysis are discussed in this section.

In [5], the axial electric field for the spatial harmonics in the ring-bar SWS was derived similarly to that discussed in [1], in which the total axial electric and magnetic fields were expanded in a Fourier series and solved to satisfy both the cylindrical wave equation and the boundary conditions inherent to the helical tape model [13]. Their solution took the form

$$E_z(r, \theta, z)_{r \leq a} \propto \sum_{m=0}^{\infty} \sum_{n=-\infty}^{\infty} A_{m,n} \frac{I_m(\gamma_n r)}{I_m(\gamma_n a)} e^{-\beta_0 z} \cos (m\theta)$$

where $r$ is the electron beam radius, $a$ is the inner radius of the SWS, $m$ and $n$ are the harmonic mode numbers for which $0, 0$ is the fundamental FW mode.$^1$ $A$ is the Fourier coefficient of the mode, $I_m$ is the modified Bessel function of the first kind with order $\chi$, and $\gamma_n^2 = \beta_0^2 - \omega^2/c^2$ where $\beta_0 = \beta_0 + 2\pi n/p$, $\omega = 2\pi f$ where $f$ is the frequency, $c$ is the speed of light, $\beta_0$ is the fundamental FW mode wavenumber, and $p$ is the physical pitch of the SWS. It is important for later discussion to note from (10) that the radial variation of $E_z$ is described by $I_m$, which is finite for $r = 0$ when $m = 0$ (i.e., the fundamental FW mode) but goes to zero for $r = 0$ when $m > 0$ (i.e., the higher order azimuthal harmonics). In addition, note that for analytic tractability, the assumption was made in [5], to approximate the actual ring-bar SWS fields with the summed clockwise and counterclockwise idealized helical tape model [13] solutions. This can contribute to an
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$^1$Chodorow and Chu [1] and Ayers and Kirstein [5] define their mode numbering scheme using $l$ as the azimuthal mode number and $n$ as the axial mode number.
Because of current interest in advanced high-power mmw amplifiers, we scaled the ring-bar dimensions to realize a fundamental FW interaction in the Q-band of frequencies, near 45 GHz. Using this electron beam and SWS, we used HFSS to calculate the dispersion characteristics. These results are plotted in Fig. 4 along with annotations that highlight the difference between comparing the BW and FW impedances at common frequency versus common beam velocity.

Using the same 14-kV electron beam and ring-bar SWS used to produce Fig. 4, we used HFSS and (6), (8), and (9) to calculate the ratio of the BW and the fundamental FW interaction impedance at a common beam velocity and a common frequency for different beam radii (normalized to the circuit radius $a$). We also used (11) to estimate the idealized ratio based on the simplified model of [5]. The results are shown in Fig. 5. The frequency corresponded to the frequency at which the beam line crossed the fundamental FW mode (near 45 GHz in this case) and the phase velocity corresponded to the 14-kV electron beam velocity.
As seen in Fig. 5, the analytic model underestimates the ratio, but is generally similar (same order of magnitude) to the more exact ratio calculated using HFSS for a common frequency. This verifies that (11) was formulated to compare the two impedances at a fixed frequency and not at a fixed beam (or phase) velocity.

For this specific example, we observe in Fig. 5 that the ratio of the impedances at a fixed velocity is approximately two orders of magnitude larger at small radii and approximately 1.5 orders of magnitude larger at larger radii than when we calculate the ratio at a fixed frequency. We find that for a specific example that the BW interaction impedance becomes larger than the fundamental FW mode impedance for \( r \geq a/2 \) when the comparison is completed at the electron beam velocity. This result is significant since the work completed in [1] and [5] is the basis for many of the subsequent publications and discussions regarding both the contrawound and ring-bar SWSs [2], [6], [7], [9], [10], [20]. The general conclusion from these previous publications is that the contrawound/ring-bar SWSs have vastly decreased BW interaction impedance. This present analysis, however, shows that there is at least one example of a ring-bar design for which this is not the case. Although this paper does not disprove any of the original results and is limited only to this specific example, it shows that care must be taken in generalizing the statement that the contrawound/ring-bar SWS has a decreased BW interaction impedance.

Unfortunately, comparing the BW and fundamental FW mode impedances between the ring-bar SWS and the helix SWS for a given set of operating parameters is problematic in that there is no single way to make the comparison. This is because the two SWSs have very different dispersion curves. For example, they can be compared when the relative geometries are approximately the same (resulting in different RF phase velocities since the contrawound/ring-bar SWS has an intrinsically faster phase velocity compared with a similarly dimensioned helix) or they can be compared when the two SWSs are designed to have the same phase velocity or interaction impedance at a given frequency (both of which result in comparing SWSs with very different dimensions). There are numerous free parameters in the design of these SWSs, making a direct side-by-side comparison difficult. A comprehensive comparison of the BW and fundamental FW mode interaction impedances between the ring-bar and helix SWS is left for a future research effort.

### IV. MILLIMETER-WAVE RING-BAR SWS DESIGN

Although the previous analysis suggests that ring-bar SWSs may not always suppress BW oscillation, they are still of interest. If designed correctly, they can still provide a higher fundamental interaction impedance and decreased BW impedance all in a larger radius package. These properties make them advantageous for high-power and high-frequency applications. In the remaining sections of this paper, we discuss the design of a mmw ring-bar SWS that was developed to illustrate this point.

The design dimensions and specifications for the ring-bar SWS were selected to be relevant for use in a mmw TWT. We chose to use similar parameters to the idealized \( Q \)-band SWS analyzed in Section III. We started with a nominal beam voltage of \(~14 \text{ kV}\), and included typical circuit components, including dielectric rods and a conducting backwall. Slight adjustments were made to several parameters and dimensions until achieving a design with an intersection of the beam-velocity-line and the fundamental FW mode dispersion curve at \(~45 \text{ GHz}\). The final beam voltage choice was \(14.4 \text{ kV}\).

To evaluate the performance prospects for this circuit, we made additional assumptions about the beam, consistent with a set of nominal design goals listed in Table I.

Next, we analyzed the circuit with HFSS. The resulting FW and BW dispersion curves are shown in Fig. 6 along with the corresponding beam velocity line and the slow space charge wave velocity line.

Fig. 7 shows the comparison of the FW and BW interaction impedances between 35 and 55 GHz, calculated at the beam radius, taken to be half the circuit internal radius (corresponding to a 50% fill factor). To assist the comparison, the impedance values have been normalized to the value of the FW impedance at 35 GHz. The two boxes superimposed in Fig. 7 show that the ratio of the BW impedance at \(~53.5 \text{ GHz}\) (where the slow-space-charge wave velocity line and the BW dispersion curve intersect) to the FW impedance at \(~45 \text{ GHz}\) (where the beam and dispersion curves intersect) is \(~0.79/0.95 \approx 0.83\). Although this ratio is not much <1, recall from Fig. 5 that the impedance ratio taken at the beam radius overestimates the relative strength of the BW interaction, since the ratio is significantly smaller near the center of the beam. For that one pair of interactions,
the full beam averaged impedance ratio is approximately \( K_{BW}/K_{FW} \approx 0.23 \). Although this is nonzero, it is still, in this case, significantly <1.

On a similar note, in Fig. 7, the FW and BW mode impedances are observed to cross at \( \sim 53.5 \) GHz, which is approximately the same frequency where the BW interacts with the electron beam (i.e., where the slow-space-charge wave velocity line crosses the BW dispersion curve). This is merely coincidental. Again, calculating the interaction impedance at the beam radius overestimates the BW impedance. Had we calculated the full beam averaged impedance, the FW and BW impedances would have crossed at a higher frequency while the BW and beam interaction would have remained at \( \sim 53.5 \) GHz.

To prepare for large-signal performance analysis as well as to enable comparisons with typical mmw TWT characteristics, we calculated the dimensionless Pierce gain parameter, \( C \), the Pierce space-charge parameter, \( 4QC \), and the Pierce velocity parameter, \( b \), which are defined as

\[
C \equiv \frac{I_0 K}{(4V_0)}, \quad 4QC \equiv |\beta_q/(C\beta_e)|^2 \approx R_{sc}^2/(\omega_p^2/\omega^2)/C^2, \quad \text{and} \quad b \equiv (\beta_p - \beta_e)/(\beta_e C) = (u_0 - u_p)/(u_p C),
\]

respectively, and the Pierce interaction impedance, \( K \), was discussed previously.

In the above expressions, the parameter, \( \beta_p \equiv \omega/u_p \), is the axial wavenumber of the RF field as it propagates on the SWS without the beam present (commonly referred to as the cold circuit wavenumber) where \( \omega \) is the operational frequency of the TWT and \( u_p \) is the cold circuit phase velocity. The parameter \( \beta_e \equiv \omega/u_0 \) is the electron beam wavenumber where \( u_0 \) is the dc velocity of the electron beam. The parameter \( \beta_q \equiv \omega_q/u_0 \) is the reduced space-charge wavenumber where \( \omega_q \equiv R_{sc} \omega_p \), \( R_{sc} \) is the plasma frequency reduction factor [21]–[23], in which the beam’s plasma frequency is given by \( \omega_p^2 \equiv \epsilon \rho/(m_\epsilon e \omega_0) \), \( \rho \) is the volume charge density of the beam, \( e \) and \( m_\epsilon \) are the charge and mass of an electron, respectively, and \( \epsilon_0 \) is the permittivity of free space.

The results are presented in Figs. 8–10, were we also specify the values where the slow space-charge wave of the beam intersects the circuit dispersion curve as this is the general location where the interaction between the RF wave and electron beam occurs in a TWT. In general, these results are consistent with values typical for modern mmw high-power TWTs [11], [23]–[25].

Large-signal simulations were completed for the theoretical TWT using the designed SWS and specified electron beam, and the results are shown in Fig. 11. A maximum saturated output power of 260 W, corresponding to a gain of 54.2 dB, was predicted for a two-stage, 4.1-in long interaction length. An instantaneous 3-dB bandwidth of \( \sim 3\% \) was predicted with a center frequency of 45 GHz.

V. EXPERIMENTAL METHODS AND RESULTS

All of the previous results were obtained from computational predictions using HFSS. To get an estimate for the accuracy of these predictions, we had several copies of this design study circuit fabricated for experimental measurements of their EM properties. To prepare for the measurements, we designed a cold test assembly (CTA). In a typical TWT, the SWS is housed in a vacuum envelope that becomes sealed once

---

**Fig. 6.** Dispersion diagram for the prototype 45-GHz ring-bar SWS. The slow space-charge wave crosses the fundamental FW circuit mode at \( \sim 45 \) GHz and crosses the BW mode at \( \sim 53.7 \) GHz.

**Fig. 7.** Normalized FW and BW interaction impedance for the prototype 45-GHz ring-bar SWS. The superimposed boxes show where the slow space-charge wave of the 14.4-kV electron beam crosses the FW and BW modes, respectively.

**Fig. 8.** Calculated Pierce gain parameter, \( C \), of the prototype 45-GHz ring-bar SWS versus frequency. The slow space-charge wave of the 14.4-kV electron beam crosses the fundamental FW mode at 45 GHz, which corresponds to a \( C \) value of 0.028 and crosses the BW mode at 53.7 GHz, which corresponds to \( C = 0.019 \).

---
Fig. 9. Calculated Pierce space-charge parameter, \( 4Q \), of the prototype 45-GHz ring-bar SWS versus frequency. The slow space-charge wave of the 14.4-kV electron beam crosses the fundamental FW mode at 45 GHz, which corresponds to a \( 4Q \) value of 0.9 and crosses the BW mode at 53.7 GHz, which corresponds to \( 4Q = 1.85 \).

Fig. 10. Calculated Pierce velocity parameter, \( b \), of the prototype 45-GHz ring-bar SWS versus frequency. The slow space-charge wave of the 14.4-kV electron beam crosses the fundamental FW mode at 45 GHz, which corresponds to a \( b \) value of 0.9 and crosses the BW mode at 53.7 GHz, which corresponds to \( b = 1.5 \).

Fig. 11. Constant drive curves predicted by CHRISTINE-1-D for the two-stage, 14.4-kV, 45-GHz ring-bar TWT design. A maximum gain of \( \sim 54 \) dB is predicted with a \( \sim 3\% \) 3-dB instantaneous bandwidth.

the SWS is packaged. For this body of work, however, it was of interest to produce a CTA that would allow the SWS to be interchanged. This was possible since we were only interested in cold-test measurements (i.e., without the electron beam present, thereby eliminating the need for operation/testing under vacuum). A clam-shell CTA was designed and built allowing for the SWS under test to be interchanged.

Both the SWS and CTA were custom fabricated by L-3 Communications-Electron Devices Division in San Carlos, CA.

The HFSS computations yielded predictions of the phase velocity and interaction impedance characteristics of these circuits. For validation, direct measurements of the phase velocity are straightforward, but measurements of the interaction impedance are very difficult and much less reliable. Therefore, we elected to test the accuracy of the modeling by conducting direct comparisons of experimental measurements and HFSS predictions of phase velocity and S-parameters for the circuits mounted in the CTA. Consistency between measurements and predictions for these parameters was considered sufficient to assume that the model’s impedance predictions were also accurate.

The body of the CTA is shown in Fig. 12 and was fabricated from a \( \sim 2 \times 1 \times 0.5 \) block of gold-plated copper that was split in half on the 0.5 dimension. The cylindrical backwall for the SWS was fabricated by machining half a cylindrical groove into each half of the CTA along its long dimension. When the CTA was assembled, the cylindrical grooves combined to form a hollow cylinder down the center of the CTA along which the SWS was positioned. The SWS was held in the radial center of this cylinder using beryllium oxide (BeO) rods. The halves of the CTA were aligned during assembly using precision-ground pins and the entire assembly was held together by compression via screws. E-plane probe antennas similar to those used in [26] were used on each end of the SWS to couple to copper WR-22 waveguides on the respective end of the CTA.

The S-parameters of the entire cold-test experiment were predicted using the HFSS driven modal solution solver. A full-scale model of the entire experiment was drawn and simulated, including the full-length SWS housed within the assembled CTA (including both the clam-shell halves and the waveguide couplers). This simulation predicted the S-parameters, as they would be measured from the actual waveguide ports on the CTA.

A full set of S-parameters were measured for each of the nine SWSs constructed using an Agilent 8364 per-
formance network analyzer. A different set of rods were used for each SWS, but the orientation of the rods with respect to each SWS was approximately the same due to the use of a precision alignment fixture. The S-parameters were measured from 25 to 50 GHz and the effect of the waveguide-to-CTA transition was gated out of the $S_{11}$ and $S_{22}$ results.

The phase velocity of each SWS was calculated as

$$v_{ph} = \frac{\Delta \theta}{\Delta z}$$

(15)

where the change in phase advance, $\Delta \theta$, was measured as a function of change in position along the axial length of the SWS, $\Delta z$. For this measurement a small-diameter coaxial probe, positioned within the ID of the SWS, was used as a positional RF exciter [27]. The OD of the probe was $\sim 80\%$ the ID of the SWS; this ensured that the tip of the probe was approximately centered radially within the SWS. The probe’s tip length (i.e., the axial length of exposed inner conductor) was set to $\sim 15\%$ of the wavelength of a 45-GHz signal propagating on the SWS. This probe length was found to reliably and repeatably measure the change in phase as the probe was moved down the axis of the SWS. The position of the probe within the SWS was controlled using an automated, precision linear translation stage capable of controlling position-to-position movements to $\pm 0.00005$ in ($1.27 \mu m$).

A. S-Parameter Data

The results of the S-parameter measurements for the nine fabricated SWSs are presented in Figs. 13–15. Each S-parameter is compared with the corresponding HFSS prediction.

B. Phase Velocity Data

The phase velocity of each of the nine fabricated SWSs was measured and calculated as described above and the results are presented in Fig. 16. The measured results are compared with the predicted phase velocity from the HFSS model.

VI. DISCUSSION

In general, the HFSS model predicted the behavior of the experimentally measured reflection parameters ($S_{11}$ and $S_{22}$) for the ensemble of SWSs that were built and tested. A transmission of better than 90% was achieved (i.e., less than $-10 \, \text{dB}$ $S_{11}$ and $S_{22}$) for each of the SWSs over most of the experimental bandwidth of interest (i.e., 40–48 GHz). Note that the WR22 waveguide used on the CTA is designed to operate between 33 and 50 GHz.

In addition to consistent reflection data, we found relatively good agreement between the experimental and modeled $S_{12}$ data. In general, the $S_{12}$ of the experimental measurements was slightly lower than the HFSS prediction. Although we did
specify material-specific RF losses in the HFSS model, it is likely that those losses were greater in the actual experiment. Material-specific losses within the mmw regime are not always well characterized and, even when they are, they depend heavily on parameters, such as surface roughness. Overall, even though the absolute values of the experimental $S_{12}$ data were slightly lower than predicted by HFSS, the HFSS model did predict the overall qualitative trend very well.

In Fig. 16, it is observed that the average phase velocity is distinctly different than the HFSS predicted phase velocity particularly at the lower end of the test band. In general, the measured phase velocity is more dispersive than was predicted by HFSS and varies significantly from SWS to SWS (up to $\sim 10\%$). Again, material specific parameters, such as the dielectric constant of the BeO rods and/or the conductivity of the SWS and CTA may have played a role in these differences. Best guess estimates for these parameters were used in the HFSS model but it is possible that not only did these parameters differ in absolute value for any given SWS, but that they also differed by a significant amount from SWS to SWS. In addition to these material specific parameters, fabrication or assembly discrepancies (such as the amount of compression applied to the CTA halves during assembly) may have also impacted the phase velocity of each SWS. Precision dimensional measurements of the ensemble of fabricated SWSs demonstrated that critical dimensions, including pitch, arc length of the bar (connecting adjacent rings), SWS ID, backwall ID, and rod width varied by up to 2.4%, 1.8%, 2.1%, 2.0%, and 7.5%, respectively. These variations occurred not only from SWS to SWS, but also along the length of each individual SWS. Subsequent modeling found that each of these types/magnitudes of errors could independently change the phase velocity by up to 3.8%. Although we did not model all of these dimensional errors simultaneously in a single simulation it is likely that, cumulatively, these critical dimensional variations were a primary cause of the $\sim 10\%$ phase velocity differences observed in Fig. 16. In spite of the differences between model predictions and measurements of phase velocity and S-parameters, the results were in sufficient agreement to support the general conclusions reached in the previous portions of this paper, based upon the HFSS calculations of interaction impedance and general TWT parameters and performance.

VII. CONCLUSION

In this paper, we derived and discussed the appropriate way to calculate the BW interaction impedance for a contrawound/ring-bar SWS. In particular, a sine and cosine basis function set are used during the expansion of the axial electric field since the electric field for this type of SWS may be thought of as a superposition of the fields of two separate helices (i.e., the clockwise and counterclockwise windings in the contrawound SWS). Using this solution, we examined the BW mode in the ring-bar SWS and found azimuthal locations that corresponded to significantly reduce axial electric fields. In addition, we calculated the ratio of the BW and fundamental FW mode interaction impedances for the ring-bar SWS and compared it to the previously published analytic calculation. We found that comparing these impedances at a given phase velocity (as opposed to a given frequency) results in a significantly larger BW impedance than the previous calculation suggests. In general, this paper shows that the BW interaction impedance is not always significantly suppressed in the contrawound/ring-bar SWS. However, the BW mode is still moderately suppressed for fill factors $<50\%$.

After summarizing the difficulties inherent in general comparisons of ring-bar or contrawound SWS TWTs and monofilar helix TWTs, we examined an illustrative mmw ring-bar SWS designed and fabricated for a 45-GHz, 14.4-kV, 260-W TWT. In addition, a clam-shell CTA was designed to facilitate the measurement of the S-parameters and phase velocity of the SWS. The clam-shell design allowed multiple SWSs to be tested with a single test assembly. The S-parameters and phase velocity of nine prototype SWSs were measured and presented. Good consistency between the measurements and the HFSS simulations was observed although the measured SWSs appeared to be slightly more dispersive than the simulation predicted. The results confirmed that ring-bar SWSs remain attractive for high-power mmw TWTs. They offer an opportunity for high power and high gain with reduced BW oscillation susceptibility. However, this paper illustrates that BW suppression cannot be assumed a guaranteed universal feature of contrawound or ring-bar SWSs. Therefore, each design should be independently examined for BW oscillation vulnerability.
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