Maximal charge injection of consecutive electron pulses with uniform temporal pulse separation
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A charge sheet model is proposed for the study of the space-charge limited density of consecutive electron pulses injected to a diode with uniform temporal pulse separation. Based on the model, an analytical formula is derived for expressing the dependency of the charge density limit on the gap spacing, gap voltage, and pulse separation. The theoretical results are verified by numerical solutions up to electron energy of a few MeV, including relativistic effects. The model can be applied to the design of multiple-pulse electron beams for time resolved electron microscopy and free electron lasers. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4928586]

Photoemission electron microscopy (PEEM, also known as photoelectron microscopy, PEM) generates electron pulses by using photocathodes and records the information of the interaction between the electrons and the sample for imaging purposes. Brücke first reported on the use of PEEM with ultra-violet (UV) radiation to excite electron photoemission in 1933.1 These developments led to many modern electron microscopic techniques, such as time resolved PEEM (TR-PEEM), which is well suited for the real-time observation of fast processes on surfaces equipped with pulsed synchrotron radiation for illumination,2 time-of-flight PEEM (TOF-PEEM), which is PEEM using an ultrafast gated CCD camera or a time-and space-resolving counting detector for observing fast processes on surfaces,3 multiphoton PEEM (Multiphoton PEEM), which is employed for the study of localized surface plasmon excitations in nanostructures or for direct spatial observation of the hot-electron lifetime in structured films using femtosecond lasers,4 and ultra-fast electron microscopy (UEM), which is used to study structural dynamics with space- and time-resolutions that allow direct observation of fast processes on surfaces with a temporal pulse separation.

For a brief review paper, introducing the history of PEEM please see Ref. 6. Dependent on the current density and pulse duration of the electron pulses, the space charge effect may play an important role in electron gun design and the performance of electron microscopy.

At the high current regime, it is known that the space charge effect will limit the maximum injected current density. Consider a one-dimensional (1D) planar diode with gap distance $d$ and gap voltage $V_{g}$. The maximal steady-state space-charge-limited current (SCLC) density is given by the classical Child-Langmuir (CL) law5,8

$$J_{CL} = \frac{4}{9} \epsilon_{0} \sqrt{\frac{2e V_{g}^{3}}{m d^{2}}},$$

(1)

where $e$ and $m$ are, respectively, the charge and mass of the electron, and $\epsilon_{0}$ is the free space permittivity. In the past 50 years, the CL law has been revised extensively to consider various effects such as finite emission area,9–14 short pulse length,12–14 relativistic (and quantum) effects13–15 as well as semi-analytical scaling for cylindrical and spherical diodes.16 and drift space setting.17–20

Taking UEM as an example for application in this paper, we first briefly introduce the background. The UEM methodology is based upon the stroboscopic pump-probe technique,21 which is used to make a cyclically moving object appear to be slow-moving, or stationary. The main difference between UEM and the spectroscopic pump-probe techniques22 is that electrons, rather than photons, are used to probe the sample. The use of electrons as probes allows for analysis of the actual atomic-scale structural changes induced by the pump laser pulse, because of the much shorter wavelength of fast electrons from the de Broglie relation. By using well-separated short electron multi-pulses, UEM enables the observation not only of three-dimensional (3D) spatial information but also temporal information.23–27 Hence, UEM is a four-dimensional (4D) electron microscopy that is important for many applications in physics, chemistry, biology, and materials sciences. To have good spatial resolution, one would like to have a sufficient charge per pulse. However, a higher charge will cause distortion of the time interval between the pulses and also pulse broadening that may affect the time resolution. As reported in Ref. 28, space charge effects can broaden the electron pulse to many times its original length and generate many eV of kinetic energy bandwidth in only a few nanoseconds. In a typical single-pulse UEM operation with a gap voltage $V_{g} = 120$ kV, gap spacing $d = 25$ mm, and spot size diameter of 30 μm, the electron number is equal to $1.88 \times 10^{8}$,28 which is about 3 [nC/cm$^{2}$]. It is thus shown that space charge effects between the pulses will be important if operated in multi-pulse mode.

In this paper, we are interested in following along this line of study by creating a charge sheet model to derive an
analytical or semi-analytical formula that is able to predict the maximum amount of charge density per pulse for a train of \( N \) pulses allowed by the space charge effects without distorting the pulse interval. The results should enable one to know the upper limit of the charge density per pulse for any desirable pulse interval, gap spacing, and applied voltage in a diode. It has been shown recently that the space charge effects can be suppressed by having the electron beam in the relativistic regime (3–5 MeV) in single shot transmission electron microscopy (TEM). In this study, we will also show that our model is applicable for electron beam energies of up to a few MV including relativistic effects.

Consider a single charge sheet of charge density \( \sigma \) propagating in a diode with zero initial velocity, as shown in Fig. 1(a). By solving the Poisson’s equation \( \phi'' = -\frac{\sigma}{\varepsilon_0} \delta(x - x_1) \), the electric field profiles are \( E_1 = -\frac{V_g}{d} + \frac{x}{\varepsilon_0} \frac{\partial}{\partial x} \), \( E_2 = -\frac{V_g}{d} - \frac{x}{\varepsilon_0} (1 - \frac{x}{d}) \), and \( E_{b1} = \frac{1}{2} [E_1 + E_2] = -\frac{V_g}{d} - \frac{x}{\varepsilon_0} \left[ \frac{1}{2} - \frac{x}{d} \right] \), where \( E_1, E_2, \) and \( E_{b1} \) are the fields on the anode, the cathode, and the charge sheet, respectively. If the charge sheet to be accelerated is located at the cathode \((x_1 = 0)\), the equations become \( E_1 = -\frac{V_g}{d} \), \( E_2 = -\frac{V_g}{d} - \frac{x}{\varepsilon_0} \), and \( E_{b1} = -\frac{V_g}{d} - \frac{x}{\varepsilon_0} \). If we have zero electric field at the sheet \((E_{b1} = 0)\), we have \( \sigma_1 = -2\varepsilon_0 \frac{V_g}{d} \), and the charge sheet will not be accelerated due to the Coulomb blockade effect. Note that the Coulomb blockade will be important at very high charge density, which is larger than \( \sigma_N \) [see Eq. (3) below]. In this paper, we will ignore this effect as the focus is on the \( \sigma < \sigma_N \) regime.

To obtain the SCLC density, the condition is to have a zero electric field on the cathode \((E_2 = 0)\), which gives \( \sigma_1 = -\varepsilon_0 \frac{V_g}{d} \), and the SCLC density is given by \( J_1 = \frac{\sigma_1}{\tau_p} \), where \( \tau_p \) is the pulse duration. A normalized time scale, \( \chi_{CL} \equiv \frac{\tau_p}{T_{CL}} \), is introduced to define the ratio between the pulse duration and the transit time \( T_{CL} \) as in the CL law. The latter is expressed as \( T_{CL} = \frac{3d}{\sqrt{2}\varepsilon_0 V_g/m} \) in the classical regime and \( T_{RCL} = \frac{2d}{\varepsilon_0 \left( \gamma_0 - 1 \right)^{1/4}} \) in the relativistic regime. Here, \( \gamma_0 = 1 + \frac{V_g}{m c^2} \) is the Lorentz factor and \( G(\gamma_0) = \int_1^{\gamma_0} (r^2 - 1)^{-1/4} dr \).

In this study, we will also show that our model is applicable for electron beam energies of up to a few MV including relativistic effects.

To include the interaction between the sheets, we solve the equation of motion (EOM) numerically for the position of each sheet \( x_n(t) \) that is injected into the diode. The normalized charge density (in terms of \( \sigma_1 \)) is

\[
\bar{\sigma}(\bar{t}) = 1 + \frac{\sigma_N}{\sigma_1} \sum_{n=1}^{N} \tilde{x}_n(\bar{t}),
\]

where \( \bar{t} = \frac{t}{\tau_p} \) and \( \tilde{x}_n = \frac{\alpha_n(t)}{\tau_p} \) are the normalized time and position of the \( n \)th sheet, respectively. The normalized electric field (in terms of the applied field \( E_0 \)) acting on each charge sheet is

\[
\bar{E}_n(\bar{t}) = 1 + \frac{\sigma_N}{\sigma_1} \sum_{n=1}^{N} \tilde{x}_n(\bar{t}) - \frac{\sigma_N}{\sigma_1} \left( n - \frac{1}{2} \right),
\]

The normalized EOM given by

\[
\bar{\phi}(\bar{t}) = -\frac{\sigma_1}{\varepsilon_0} \bar{\phi}(\bar{t}) - \frac{\sigma_N}{\varepsilon_0} \sum_{n=1}^{N} \tilde{x}_n(\bar{t}) - \frac{\sigma_N}{\varepsilon_0} \left( n - \frac{1}{2} \right),
\]

FIG. 1. An accelerating diode with gap spacing \( d \) and gap voltage \( V_g \) with (a) single beam injection and (b) \( N = 2 \) beam injections, respectively.
are to be solved numerically with the initial conditions: 
\[ \vec{x}_n(0) = 0; \vec{v}_n(0) = 0, \] where \( \vec{v}_n = v_n / \sqrt{\frac{2eV}{m}} \). By using 
\[ J(t) = \frac{\delta\sigma(t)}{\delta t}, \] we obtain the normalized current density (in terms of \( \frac{d\sigma}{dt} \)) as 
\[ \bar{J}(t) = 3 \left( \frac{\sigma_n}{\sigma_1} \right) \sum_{n=1}^{N} \bar{\nu}_n(t). \]

Unless otherwise mentioned, the following parameters, based on prior studies of ultrafast electron optics,\(^{24}\) have been used in our calculation: \( d = 1.5 \text{ mm} \) and \( V_s = 30 \text{ kV}. \)\(^{31}\)

The corresponding transit time for a single charge sheet is
\[ T_0 \approx \sqrt{\frac{2a}{\varepsilon e_0/m}} \approx 29.2 \text{ ps}. \] We first consider the time step of the injection as \( \Delta_t = 1 \text{ ps}. \) There are about \( N_{\text{max}} \approx \frac{T_0}{\Delta_t} = 30 \) charge sheets in a diode at steady state. Figs. 2(a) and 2(c), respectively, show the trajectories of each charge sheet and the current density, from the solution of Eq. (6) with a given charge density \( \sigma = \sigma_{30} \) obtained from Eq. (3). It is found that the time interval between two adjacent charge sheets at the anode increases with time and the corresponding interval for the current density fluctuation is also extended, which is due to the space charge effect.

By defining \( \Delta_f \) to be the final time interval for the last two charge sheets reaching at the anode, we can use \( \Delta_f \) to measure the distortion of the pulse intervals. Here, we define \( f \) as \( f = \sigma/\sigma_N \), where \( \sigma_N \) is a normalized scale factor as shown in Eq. (3). In the case of \( f = 1 \), we have \( \Delta_f = 5.443 \text{ ps} \), which is five times larger than the initial injection time step \( \Delta_t = 1 \text{ ps} \). It is clear that we need to reduce the injected charge density from \( \sigma = \sigma_{30} \) to have \( \Delta_f = \Delta_t \). Figures 2(b) and 2(d) show the corresponding results at \( f = 0.1\sigma_{30} \), and we have \( \Delta_f = 1.054 \text{ ps} \), which is only 5.4% higher than \( \Delta_t \).

Ultrafast time imaging requires a time resolution of less than 1 \text{ ps}.\(^{33}\) Here, we reduce the injection time step to \( \Delta_t = 100 \text{ fs} \), which gives \( N_{\text{max}} \approx \frac{T_0}{\Delta_t} = 293 \). Using the same calculation at \( \sigma = \sigma_{293} \), we have \( \Delta_f = 613 \text{ fs} \), which is also about six times larger than \( \Delta_t \). Reducing the density to \( \sigma = 0.1\sigma_{293} \), \( \Delta_f \) is reduced to \( \Delta_f = 105 \text{ fs} \), which is about 5% higher than \( \Delta_t \). This finding indicates that Eq. (3) is a useful formula over a wide range of parameters, and 10% of its determined value seems to be able to ensure good uniform time intervals between the pulses. Figure 2(e) shows \( \Delta_f \) as a function of \( f \) for the above two cases. The results clearly show that both cases converge to \( \Delta_f \rightarrow \Delta_t \) for \( f \rightarrow 0.1 \).

At \( f = 1 \) or \( \sigma = \sigma_N \), the electron trajectories show an unstable state, where the injected electron pulse may start being reflected back to the cathode if a large number of pulses are injected. Figures 3(a) and 3(c) show the trajectories and current densities after 60 charge sheet injections with \( \Delta_t = 1 \text{ ps} \) and \( \sigma = 0.6\sigma_{30} \). Here, the maximal number of pulses allowed without reflection is \( N = 30 \). However, reflection may occur at lower charge densities than \( \sigma_{30} \) [from Eq. (3)]. In this case, reflection starts occurring at \( \sigma = 0.6\sigma_{30} \) for \( N = 60 \). When a lower charge density of \( \sigma = 0.1\sigma_{30} \) is considered with the same \( N = 60 \), stable trajectories and a flat current density were observed, as shown in Figs. 3(b) and 3(d). As shown in Fig. 3(e), we see the same convergence of \( \Delta_f \rightarrow \Delta_t \) for \( f \rightarrow 0.1 \) over a wide range of \( N = 120, 60, 30, \) and 15. The bottom part of Fig. 3(e) shows the accuracy near \( f \approx 0 \) to be 0.1, which shows that \( \Delta_f \) is less than 10% higher than \( \Delta_t \) at \( f \leq 0.1 \).

The classical model presented above can be extended to include relativistic effects when the applied voltage is comparable or larger than 511 kV, as in the case of the recent TEM performed at 5 MV.\(^{28}\) In the relativistic regime, Eq. (6) becomes

\[
\begin{align*}
\frac{d\vec{v}_n}{dt} &= 1.5\vec{E}_a(t), \\
\frac{d\vec{x}_n}{dt} &= 3\vec{v}_n(t) \\
\end{align*}
\]

where \( \vec{u}_n = \vec{u}_n / c \) is the normalized momentum \( \vec{u}_n \) with respect to the speed of light \( c \), and \( \vec{t} = \frac{t}{t_0^{1/2}} \). As an example,
Here, we point out that the assumption of using $\Delta_t \approx \frac{1}{2} \left( \frac{d_0}{m} \right) \Delta_x^2$ may be one of the reasons for the differences between the theory and the numerical calculations. It is difficult to obtain simple analytical expression to describe the dynamics of each charge sheet including space charge effects, thus we have assumed uniform spatial sheet separations to give a rough value, which can be adjusted later through $f$ by numerical calculations. Another approximation that can be used is $\Delta_t = d/N_{\max}$, where $N_{\max} \approx \frac{t_0}{\Delta_x}$, and $t_0 \approx \sqrt{2d/\left( \frac{d_0}{m} \right)}$ is the transit time of a single charge sheet. However, this also requires some tuning in comparison with exact numerical solution. As an example ($d = 1.5 \text{ mm}$, $V_g = 30 \text{ kV}$, and $\Delta_t = 100 \text{ fs}$), we have $N_{\max} = 30$, $\Delta_t \approx \frac{1}{2} \left( \frac{d_0}{m} \right) \Delta_x^2 = 26 \mu m$, and $\Delta_t = d/N_{\max} = 57 \mu m$, which gives $\frac{d_0}{m} = 0.044$, and $\frac{d_0}{m_0} = 0.074$, respectively, [according to Eq. (3)]. This indicates that the $\Delta_t = d/N_{\max}$ approximation suggests a higher charge density, which would require a smaller value of $f$ in fitting to the numerical solution.

Finally, we comment on the validity of the charge sheet model. For typical 4D electron imaging systems, the electron pulse length is within the range of $0.1 \text{ ps}$ to $0.01 \text{ ps}$. The corresponding range of the normalized pulse length is $X_{CL} \equiv \frac{t_o}{\tau_o} \approx 10^{-2} \sim 10^{-6} \ll 1$, which is consistent with our model. Prior work by Valfells$^{12}$ and Zhang$^{17}$ has also clearly indicated that results based on the charge sheet model agree very well with particle-in-cell (PIC) or many-body simulation results, as long as $X_{CL} < 1$. In practical cases, the transverse effect should be considered. Typically, 1D approximation can be used only when the transverse size is much larger than the longitudinal size. However, it can be imaged that if the transverse effect is considered, the transverse electric force causes transverse pulse expansion and a decrease of the charge density. Therefore, the transverse effect may cause the time structure to be better than for the 1D case. This is expected to be verified by 3D PIC simulation in our future work.

In summary, we constructed a model to study the space charge effects of $N$ number of short electron pulses injected into a diode with an applied voltage of up to a few MeV (including relativistic effects). Based on this model, we obtained a formula [Eq. (3)] that is able to determine the upper limit of the charge density per pulse to avoid distortion in the time interval between pulses. The critical value turns out to be about 10% of a constant that can be calculated by using Eq. (3), over a wide range of parameters. The model may be useful in the design of multiple-pulse electron beams for time resolved electron microscopy or free electron lasers.
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